Cross-Correlation and Differential Technique Combination to Determine Displacement Fields
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ABSTRACT: This study presents a method to measure the displacement fields on the surface of planar objects with sub-pixel resolution, by combining image correlation with a differential technique. First, a coarse approximation of the pixel level displacement is obtained by cross-correlation (CC). Two consecutive images, taken before and after the application of a given deformation, are recursively split in sub-images, and the CC coefficient is used as the similarity measure. Secondly, a fine approximation is performed to assess the sub-pixel displacements by means of an optical flow method based on a differential technique. To validate the effectiveness and robustness of the proposed method, several numerical tests were carried out on computer-generated images. Moreover, real images from a static test were also processed for estimating the displacement resolution. The results were compared with those obtained by a commercial digital image correlation code. Both methods showed similar and reliable results according to the proposed tests.
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Introduction

The measurement of the displacement field of an object from a sequence of images is a relevant information in many fields of digital image processing, such as motion estimation [1], image measurement [2] or image registration [3]. In the last decades, many techniques used in these fields became very important tools in the framework of experimental solid mechanics [4]. The major advantages of using optical methods, over point-wise measuring techniques, such as strain gauges, are the assessment of full-field data and their non-invasive nature. Besides, among other proposed full-field optical methods for displacement or strain measurement, such as grid methods [5, 6], interferometric moiré or speckle methods [7], image correlation requires relatively simple photo-mechanical set-up and preparation of the surface of specimens. In this technique, the displacement field is measured by following the deformation of a suitable textured pattern and is insensitive to vibration by means of post-processing/filtering [8], enabling the accurate extraction of surface displacement.

In digital image correlation (DIC) algorithms [9, 10], pixel level displacements between pairs of images are obtained searching the maximum value from the similarity of images regions. Either the sum of absolute differences (SAD), the sum of squared differences (SSD) or the cross-correlation (CC) is usually used to evaluate the matching between regions [11, 12]. Greater resolution can be achieved when sub-pixel information is calculated increasing the accuracy of the displacement field measurement. There are a wide variety of algorithms performing this calculation [1], although they can be classified into four categories [3]: image interpolation, similarity interpolation, gradient-based and phase-correlation method. DIC was first proposed by Sutton and co-workers [12]. They used coarse-fine search to find the accurate displacements at pixel level, and the sub-pixel accuracy was achieved by combining the intensity pattern of an image with bilinear, polynomial or bi-cubic spline.

Currently, the existing tools using DIC still lack in information or present large errors over the calculated displacement fields in certain situations. These include for instance the processing of images captured from a specimen where a crack is present. In these cases, current methods using conventional DIC cannot deliver accurate information about the displacement fields near displacement discontinuities such as cracks or shear bands [13]. This is because of its window-based nature, i.e. each pixel contained in a certain processed sub-image will be given the same displacement value.
The underlying idea of this study is to propose a new DIC method combining well-known optical techniques such as image correlation and differential technique to calculate full-field displacements with sub-pixel accuracy. One major advantage of the proposed method is its full-field nature, i.e. each image pixel results in an individual displacement value. Therefore, this will enable the use of this method as the core of a new tool to investigate problems such as structural behaviour of fractured components with improved accuracy over the conventional DIC methods when dealing with displacements discontinuities. The method is based on a coarse-fine approach where a coarse pixel level displacement approximation is obtained by cross-correlation. At this stage, two consecutive images are recursively split into sub-images, and the CC coefficient is used as the similarity measure. In the second stage, a finer approximation is performed to obtain sub-pixel displacement calculated using an optical flow method [14–22] based on a differential technique.

In this early stage of development, the validation of the proposed method is accomplished by simple numerical analyses, which enable full control over the applied reference displacement field. These numerical tests consist of rigid-body translation and rotation tests, tensile and pure shear mechanical tests. Comparisons are necessary to validate proposed methodologies, so the obtained results are also compared to those measured by the commercial digital image correlation code GOM Aramis. The proposed method is explained in full detail in section 2. The effectiveness of the method is validated, and results are presented in section 3. Some conclusions and final remarks are addressed in section 4.

Proposed Method

The proposed method follows a 2-step coarse-fine approach: pixel level estimation (coarse) and sub-pixel level estimation (fine) of displacement fields. In the first step, the normalised cross-correlation is recursively applied over the sub-images obtained from the original images pair, using a quad-tree splitting process. In the second step, an optical flow method based on a differential technique is used. One of the constraints of optical flow is related with image intensity which must be nearly linear across a given period of time [23]. The direct application of optical flow to calculate the displacement fields on the surface of a specimen that undergoes a large deformation in a short period of time would introduce considerable errors in the resulting displacement fields. Therefore, in the proposed method a first step is introduced to calculate the pixel level displacement of each sub-image. This procedure reduces to a minimum the pixel level displacement of each pixel inside a sub-image (after being shifted) fulfilling this way the optical flow constraint. This enables optical flow technique to perform accurate measurement of sub-pixel displacement.

Pixel level estimation

The pixel level displacement estimation is performed over a pair of images obtained before (reference) and after surface deformation (deformed). Using a quad-tree process each image is divided into a set of sub-images, and a normalised cross-correlation is applied to obtain the displacement of each sub-image centre point.

Cross-correlation

To perform this task each sub-image in the reference image is used to map another sub-image on the deformed image. The matching of a sub-image is found by maximising the normalised cross-correlation coefficient between intensity patterns of two sub-images

\[ c(u, v) = \sum_{x,y} f(x+y) t(x-u,y-v) \]

(1)

in Equation (1) \( c(u, v) \) is a measure of the similarity between the image \( f \) and the feature \( t \). The process consists simply by moving the centre of the feature \( t \), positioned at \( u, v \), over each point \( x, y \) of image \( f \). Among other disadvantages in using \( c(u, v) \) for template matching, it can be noticed that the range of \( c(u, v) \) is dependent on the size of the feature and is not invariant to changes in image amplitude, such as those caused by changing lighting conditions across the image sequence.

The correlation coefficient overcomes these difficulties by normalising the image and feature vectors to unit length, yielding a cosine-like correlation coefficient

\[ \gamma(u, v) = \frac{\sum_{x,y} [f(x,y) - \bar{f}_{uv}] [t(x-u,y-v) - \bar{t}]}{(\sum_{x,y} [f(x,y) - \bar{f}_{uv}]^2)^{0.5}(\sum_{x,y} [t(x-u,y-v) - \bar{t}]^2)^{0.5}} \]

(2)

where \( \bar{t} \) is the mean of pixels intensity of the feature and \( \bar{f}_{uv} \) is the mean of intensity \( f(x,y) \) in the region under the feature. \( \gamma(u, v) \) is referred as the normalised cross-correlation [24, 25].

Quad-tree image splitting

The image splitting is similar to a quad-tree division process and is used to enable coarse pixel level displacements estimation between reference and
deformed image, following a global to local approach. First, a global displacement between full-sized images is calculated using the correlation coefficient. Next, both images (reference and deformed) are submitted to the splitting process using a quad-tree technique which consists in dividing each one recursively into four (4) sub-images (Figure 1) and repeating for each pair the normalised cross-correlation calculation.

At any level \( n \) of the splitting process (Figure 2), the obtained displacement is assumed constant over the whole sub-image; notice that sub-image at level \( n = 0 \) represents the entire image. After the splitting process terminates, a coarse map of pixel level displacements between reference and deformed image is obtained from their sub-images.

The maximum number of splitting levels can be defined by:

\[
  n_{\text{max}} = \log_2 \frac{\min_{l,c}}{2} \tag{3}
\]

where

\[
  \min_{l,c} = \begin{cases} 
    \text{lines, lines} \leq \text{columns} \\
    \text{columns, columns} < \text{lines} \\
    \text{lines, columns) size of image}
  \end{cases} \tag{4}
\]

From Equation (3) the smallest sub-image size is given by:

\[
  s = \frac{\min_{l,c}}{2^n}, s \text{ must be an integer value} \tag{5}
\]

The splitting process of a certain sub-image at level \( n \) stops when at least one of three conditions is satisfied: (1) the maximum number of splitting levels defined in Equation (3) is reached; (2) the displacement calculated from level \( n \) to level \( n + 1 \) does not follow a smooth behaviour; (3) or is the same. The expressions defining these conditions are expressed as follows:

\[
  (1) \quad m = n_{\text{max}} \tag{6}
\]

\[
  (2) \quad \text{abs} (d_{n+1} - d_n) > 1 \tag{7}
\]

\[
  (3) \quad d_{n+1} = d_n \tag{8}
\]

where \( m \) is the current splitting level of the method and \( d_m, d_{m+1} \) represents, respectively, the displacement of image at level \( n \) and \( n + 1 \).

**Sub-pixel level estimation**

After finding a coarse pixel level displacement between the two images, sub-pixel estimation is applied to obtain higher resolution. Each reference sub-image (resulting from the quad-tree decomposition) is shifted by their amount of pixel level displacement over the correspondent deformed sub-image. Next, the displacement estimation of each pixel belonging to the sub-image is computed using an optical flow technique (OF). The goal of OF is to compute an approximation to the 2D motion field – a projection of the 3D velocities of surface points onto the imaging surface – from spatiotemporal patterns of image intensity. The main stages of processing consist of the following: (1) pre-filtering or smoothing with low-pass/band-pass filters [to extract signal structure of interest and enhance SNR (signal-to-noise ratio)]; (2) the extraction of basic measurements such as spatiotemporal derivatives (to measure normal components of velocity); (3) the integration of the previously extracted measurements to produce a smooth 2D flow field. The method proposed in this article implements a first-order technique, more specifically, the local differential technique from Lucas & Kanade [15], which was proven to be efficient and reliable [23, 26].

**Spatiotemporal derivatives**

Differential techniques compute velocity from spatiotemporal derivatives of image intensity (I) or filtered versions of the image using low-pass or band-
pass filters. In the present case a Gaussian filter is used. The main requirement for differential techniques is that $I(x, t)$ must be differentiable. The technique proposed by Lucas & Kanade implements weighted least-squares (LS) fit of local first-order constraints to a constant model for $v$ in each small spatial neighbourhood $\Omega$ of position $x = (x, y)$, by minimising:

$$
\sum_{\Omega} W(x) \left| \nabla I(x, t) \cdot v + I_t(x, t) \right|^2.
$$

(9)

A weighting function $W(x)$ is used to give more influence to constraints at the centre of the neighbourhood than at the periphery. Depending on the speckle size, this function could be adjusted to control the spatial resolution (i.e., the windows size). Gaussian functions are usually used for this purpose; however, other functions or weighting schemes can be used. $\nabla I(x, t)$ is the spatial intensity gradient, $\vec{v} = (Vx, Vy)$ represents the two components image velocity and $I_t(x, t)$ is the partial time derivative of image intensity at position $x$ in instant $t$. The displacement field resulting from differential technique has sub-pixel resolution usually with values $< 1$ pixel. For more details about equation terms and calculations, please refer to [23] or for a full detailed explanation and illustrative figures [14].

Estimation error cancellation

Sub-pixel displacements estimation includes a systematic error called “pixel-locking”. This error is such that estimated displacements $d$ are greater than true values when $d < 0$, and less than true values when $d > 0$. This causes the histogram of the estimated values $d$ to have peaks at integer pixel locations [27, 28].

In the proposed method to increase accuracy, this systematic error is cancelled using a technique first introduced by Shimizu and co-worker [27], called Estimation Error Cancellation (EEC). (Please refer to [28] for full details about the EEC method and the used features of the sub-pixel estimation error.)

The global displacement of each pixel is then obtained by adding its coarse pixel level displacement (cross-correlation) with the respective finer sub-pixel level displacement (differential technique). The resolution, i.e. how finer is the sub-pixel level displacement estimation, correspond, in turn, to the measurement error of the proposed method. This can be quantified analysing the displacement fields obtained when there is no observed movement of specimen between reference and analysed image. These analyses can be found in more detail in the static tests results included in this article (Experimental test).

Performance Assessment of the Proposed Method: Results and Discussion

Validation procedure

To assess the sensitivity and the accuracy of digital image correlation (DIC) methods, both numerical [26, 29] and experimental [30, 31] tests can be carried out. The underlying idea of these tests is to compare a known displacement field with the one calculated by DIC, when processing the images corresponding to two different configurations of the object under observation, taken before and after the applied transformation (Figure 3).

For the strict purpose of checking and validating a DIC method, it can be advantageous to process computer-generated speckle-pattern images [32]. In this approach, the numerical errors associated with the DIC method can be uncoupled from the experimental ones (e.g., light intensity variation, speckle pattern quality or error in applying an exact reference displacement). Moreover, more complex (e.g., heter-
ogeneous) deformation fields can be analysed, as experimentally only simple controlled tests such as static (motionless) or rigid-body tests (i.e., in-plane or out-of-plane translations and rotations) can be carried out.

One important issue when dealing with numerical tests is the generation and deformation of a realistic synthetic speckle-pattern image, i.e., with a histogram and spectral properties similar to the ones of real speckle images which can be obtained, for example, by spray or airbrush painting [33]. Several authors [26, 34] have proposed analytical expressions for generating this type of synthetic images. The advantage is that an analytical displacement field can be straightforward applied to deform a given reference speckle-pattern image. Thus, images corresponding to undeformed \( I_0 \) and deformed \( I_d \) configurations can be generated according to the following expressions:

\[
I_i(x,y) = \sum_{k=0}^{N_s} I_k \exp\left\{ -\frac{(x-x_k)^2 + (y-y_k)^2}{R^2} \right\} \tag{10}
\]

\[
I_f(x,y) = \sum_{k=0}^{N_s} I_k \exp\left\{ -\frac{(x-U(x,y)-x_k)^2 + (y-V(x,y)-y_k)^2}{R^2} \right\}
\]

where \((x,y)\) are the pixel coordinates (corresponding to the sampled unit cells of the CCD sensor), \((x_k, y_k)\) are the random positions of each speckle spot, \( I_k \) represent a random light intensity value defining the peak intensity of each speckle spot, \( R \) controls the size of the speckle spots, \( N_s \) is the total number of granular spots defining the speckle pattern, and \( U(x,y) \) and \( V(x,y) \) define the applied transformation corresponding to the displacement fields through the \( x \) and the \( y \) directions, respectively.

Images with a depth of 8 bit were considered in the numerical analyses. First, a pure black image was generated by initialising a \( H \times V \) matrix filled with zero intensity light level, where \( H \) and \( V \) represent, respectively, the length and the width of the image – this could correspond experimentally to cover the region of interest of a sample with black paint by means of a spray or airbrush for example. Secondly, the reference speckle-pattern image (undeformed configuration) was generated by iteratively adding images with a single randomly distributed grey scale spot characterised by a radius \( R \) and having a Gaussian distribution function – in practice, the resulting image could correspond to randomly spread white painting over the black background surface of the sample. The total number of spots \( N_s \) as well as their central location \((x_k, y_k)\) within the spatial domain of the image, were randomly chosen. A sequence of images, corresponding to different deformed configurations, can then be generated, with regard to the reference speckle-pattern image, by applying an inverse displacement field \((U_{app}, V_{app})\) (Equation 10).

Finally, a \( 5 \times 5 \) Gaussian filter was applied to the generated images to obtain a smooth textured speckle pattern, which will represent a more realistic speckle image. In Figure 4 it is shown a speckle-pattern image, together with its histogram, which is typically generated from Equation (10) \((H = V = 1000 \text{ pixels}, N_s = 6667 \text{ spots, } R = 5 \text{ pixels})\).

**Numerical tests**

In this work, the following numerical tests were carried out to quantify the performances of the proposed method: (1) in-plane translation test; (2) in-plane rotation test; (3) uniaxial tensile test; (4) pure shear test. For all these tests, the results obtained from the proposed method were also compared to those measured by the Aramis 6.02 GOM® software [35], by processing the same sequence of synthetic-generated images.

**Rigid-body translation test**

The in-plane rigid-body translation test is based on the analyses of a set of images generated by incrementally applying sub-pixel displacements to a reference image along one direction, i.e. \( U(x,y) = u_0 \).
Transformed images were then generated with regard to the reference one by cumulatively imposing a translation of 0.1 pixels in the x (column) direction up to 1 pixel (Equation (10), \( H = V = 256 \) pixels, \( N_s = 1245 \) spots, \( R = 3 \) pixels). These images were then processed by the proposed method as well as by the Aramis software. A differentiation window of \( 9 \times 9 \) pixels and a subset size of \( 10 \times 10 \) pixels were used in the proposed and Aramis methods, respectively, to resolve the granulometry of the speckle pattern and to guarantee an equivalent spatial resolution.

The comparison among the reference and both the proposed and the Aramis methods is shown in Figure 5A. As can be seen, the proposed method presents a higher precision than Aramis when comparing the obtained results with the reference applied translation. At each stage, a residual field was computed between the applied and the calculated displacements. From these noisy maps, the mean (systematic error) and standard deviation (random error) were evaluated; these results are shown in Figure 5B,C, respectively, as a function of the applied sub-pixel displacements. From these noisy maps, the mean (systematic error) and standard deviation (random error) were evaluated; these results are shown in Figure 5B,C, respectively, as a function of the applied sub-pixel displacements. The mean bias error associated with both methods (Figure 5B) follows the typical sinusoidal variation with regard to the applied sub-pixel displacement, with values in the order of \( 10^{-3} \) of the pixel. The resolution (standard deviation), for the proposed method is, in general, better than Aramis and less than \( 4 \times 10^{-3} \) of the pixel. These results validate the proposed method, according to this sub-pixel translation test.

Rigid-body rotation test
For the rigid-body rotation test, a set of images (Equation (11), \( H = V = 256 \) pixels, \( N_s = 1245 \) spots, \( R = 3 \) pixels) were generated by considering the following sequence of rotation angles: \( \theta = [0.005, 0.01, 0.015, 0.02, 0.04, 0.06, 0.08, 0.1, 0.15, 0.2, 0.4, 0.6, 0.8, 1.0] \). The centre of rotation was chosen at the centre of the image. For the largest rotation angle of 1 degree the maximum displacements at the corners of the image were of about 5 pixels. These images were then processed by the proposed method (differentiation window of \( 9 \times 9 \) pixels) as well as by the Aramis software (subset size of \( 10 \times 10 \) pixels). The rotations applied to the images can be calculated from the displacement fields according to the following relationship:

\[
U(x, y) = \theta y \\
V(x, y) = -\theta x
\]  

(11)

In Figure 6A it is shown the comparison among the reference and both the proposed and the Aramis methods. It can be seen that a relatively good agreement exist between the reference and both methods. In Figure 6B it is shown the mean bias error associated with the methods. In the Aramis code, the mean bias error seems rather constant with regard to the applied angle, and less than about 1% of the maximum imposed rotation. In the proposed method, the
bias error varies linearly with respect to the applied rotation angle; an error slightly higher than 4% of the maximum applied angle of rotation was measured.

**Tensile mechanical test**

The mechanical model of the uniaxial tensile test is presented in Figure 7A. The closed-form displacement field from this test can be obtained from the fundamental equations of solid mechanics (i.e., the equilibrium equations, the constitutive law under a plane stress approach and the strain-displacement relationship for small deformations). In the absence of rigid-body motion, this displacement field is given by:

\[
U(x, y) = \frac{P}{E_{xx} A} x \quad \text{and} \quad V(x, y) = -\frac{v_{yy} P}{E_{xx} A} y
\]  

(12)

where \(E_{xx}\), \(v_{yy}\) are, respectively, the modulus of elasticity and Poisson’s ration of a given material, \(A\) is the cross-section area of the specimen and \(P\) is the global applied load.

As an example for the tensile test, a rectangular specimen with dimensions of \(L = 200\) mm, \(w = 20\) mm and \(t = 5\) mm was chosen (Figure 7A); this could correspond to a wooden sample oriented along its longitudinal direction of material symmetry [36]. A central region of \(20 \times 20\) mm\(^2\) was considered, which could correspond experimentally to the region of interest for image grabbing. The reference elastic properties input into Equation 12 were of \(P.\ pina\) wood determined experimentally from tensile tests [36]: \(E_{xx} = 15.1\) GPa and \(v_{yy} = 0.47\). A reference speckle-pattern image was initially obtained from Equation 10, from which \(H = V = 1000\) pixels, \(N_s = 6667\) spots, and \(R = 5\) pixels. Finally, by taking into account the analytical displacement fields in Equation 12, several deformed images were generated, by increasing the applied load (\(P\)) from 200 up to 3000 N with increments of 100 N. A load versus the linear strains reference curve was thus obtained as shown in Figure 7B. This is the typically information measured experimentally on this test method.

As an example, the reference \(U\) and \(V\) displacement fields (Equation 12), together with the calculated displacements from the proposed (I) and the ARAMIS (II) methods, as well as the residual maps obtained from the differences between both are plotted in Figure 8 for the load of 200 N (Figure 7). As can be seen, namely from the residual maps between the reference and calculated fields, both methods can reproduce relatively well the applied displacement fields.

These displacement fields were then processed to determine the strain fields. As the vector fields...
involved in this test are smooth, a global approximation scheme using least-square polynomial regression was chosen for the reconstruction of the uniform strain fields [6]. These strain fields, determined from the displacement fields measured by the proposed and the ARAMIS DIC2D methods, together with the applied load and geometry of the sample, were then used to plot the stress–strain ($\sigma_{xy}$) and strain–strain ($\epsilon_y$) curves (Figure 9), typical from this type of test. As can be seen, both the mechanical responses follow closely the reference one. From these plots, the elastic engineering parameters, $E_{xx}$ and $\nu_{xy}$ (Equation 12), were determined by linear regression, as it is usually performed when processing experimental data. The results obtained with this procedure are summarised in Table 1, and compared with the reference values, used to generate the applied displacement fields (Equation 12). As it can be concluded, both methods could retrieve the reference material properties with a relative difference less than 1%.

**Pure shear mechanical test**

The mechanical model of the pure shear test is presented in Figure 10A. The closed-form displacement field of this test can be given as:

$$U(x,y) = \frac{P}{(A + G_{xy})} y$$
$$V(x,y) = \frac{P}{(A + G_{xy})} x$$  (13)

where $G_{xy}$ is the shear modulus of a material, $(A)$ is the cross-section area of the specimen and $(P)$ is the global applied load.

A region of interest with $l = w = 10$ mm and a thickness of 5 mm was considered in this numerical test (Figure 10A). A shear modulus of $P. pinaster$ wood of $G_{xy} = 1.1090 \text{ GPa}$ [36] was chosen as reference value (Equation 13).

Generated speckle images were obtained from Equation 10 by choosing $H = V = 1000$ pixels, $N_s = 6667$ spots and $R = 5$ pixels. Several deformed images were then generated by incrementally applying a load $(P)$ from 100 up to 1000 N, as shown in Figure 10B, where the load is plotted as a function of the shear strains.

The same sequence of generated images was then processed with both methods to estimate the applied displacement fields. These displacement fields were then processed to determine the strain fields. For the proposed method a global approximation scheme using least-square polynomial regression was chosen for the reconstruction of the strain field [6]. From these data, the stress–strain ($\tau_{xy}$) curve was
plotted, in Figure 11, which shows that the mechanical response measured from both methods follow relatively well the reference one. From these plots, the shear modulus was determined by least-square regression, as it is usually performed when processing experimental data. The results obtained with this procedure are summarised in Table 2, and compared with the reference values, used to generate the applied displacement fields (Equation 13). As it can be concluded, both methods could retrieve the reference material properties with good estimation. It must be pointed out that some difference between the reference and calculated values reported in Table 2 could also be attributed to the numerical differentiation of the displacement fields.

Table 1: Elastic engineering properties measured from the uniaxial tensile test

<table>
<thead>
<tr>
<th></th>
<th>$E_{xx}$ (MPa)</th>
<th>$\nu_{xy}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>15100</td>
<td>0.470</td>
</tr>
<tr>
<td>Proposed method</td>
<td>15229 (0.86%)</td>
<td>0.469 (~0.30%)</td>
</tr>
<tr>
<td>Aramis DIC-2D</td>
<td>15072 (~0.19%)</td>
<td>0.469 (~0.28%)</td>
</tr>
</tbody>
</table>

Figure 9: (A) X stress–X strain and (B) Y strain–X strain curves of the in the simulated uniaxial tensile test measured by the proposed (●) and Aramis (○) methods

Figure 10: Pure shear test: (A) mechanical model; (B) Force ($P$) versus linear strains ($\varepsilon_X$, $\varepsilon_Y$) reference curve; (C) shear stress–strain curve measured by the proposed (●) and Aramis (○) methods
Experimental test

In the previous section, numerical tests were analysed for the validation of the proposed method. To complement these analyses, a static motionless test is proposed here, by processing real speckle-pattern images (Figure 11A). This test consists in taking several images of a reference region, without any applied deformation. Therefore, the reference displacement fields in this case will be zero. This set of images was then processed by the proposed and Aramis methods to compute the displacement fields. Typically, noisy displacement fields are measured, from which the displacement resolution can be assessed by statistical analysis. The mean and standard deviation of this noisy signal will globally quantify the mean bias error and accuracy of the methods, respectively. This study is summarised in Figure 11B. As it can be seen, both methods show similar results in terms of global error measurements.

Conclusions

Currently the existing tools, either commercial or developed by investigators still lack in information or present large errors over the calculated displacement fields near displacement discontinuities such as cracks or shear bands. In this work a method combining cross-correlation and a differential technique was proposed, allowing the measurement of displacement fields in each pixel of the image with sub-pixel accuracy. This method will be used, in future work, as the core of a new tool to investigate problems such as structural behaviour of fractured components dealing with displacements discontinuities.

The work presented in this article included the description of the developed method which is based on a coarse-fine approach. A coarse approximation is first performed using a pixel level estimation (cross-correlation), followed by a fine measurement by a sub-pixel level estimation approach (differential technique). Because no local interpolation of the discrete grey level distribution is required, the proposed method can be eventually applied, in the future, to a wider range of textured patterns.

In this early stage of development the validation of proposed method was accomplished by numerical analysis, which enabled full control over the experiments and the expected displacement fields output were used as reference for comparison. It was also used a commercial software ARAMIS DIC-2D® as a reference for accuracy comparison with the proposed method. To validate the proposed method, four types of numerical tests were carried out: (1) in-plane translation test; (2) in-plane rotation test; (3) uniaxial tensile test; (4) pure shear test. The analytical known displacement fields were then compared to those calculated by the proposed method and the ARAMIS-DIC2D GOM® code. Both methods showed similar and reliable results using numerical tests. In the case of rigid-body translation test the proposed method presented a higher precision than commercial software Aramis when comparing the obtained results with the reference applied translation. The mean (systematic error) and standard deviation (random error) were also evaluated and the proposed method showed, in general, a lower error. Furthermore, static motionless tests with real speckle-pattern images were also analysed. Again both methods showed similar results in terms of the estimation of the global displacement resolution.

Table 2: Shear modulus measured from the pure shear test

<table>
<thead>
<tr>
<th></th>
<th>( G_{xy} ) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>1.1090</td>
</tr>
<tr>
<td>Proposed method</td>
<td>1.1264 (1.57%)</td>
</tr>
<tr>
<td>Aramis DIC-2D</td>
<td>1.1089 (0.008%)</td>
</tr>
</tbody>
</table>
The requirements of the proposed method are that displacement fields have to be obtained from textured images/surfaces with spray paint or natural texture in a way that correlation/matching is possible between reference and displaced image. The limitations, in its current state of development, can be pointed as dealing with big rotations which can result in loss of accuracy in the obtained displacement fields. Also, the proposed method is not prepared for real time processing at this stage of development.

The features of proposed method along with the quality of obtained results from numerical tests are encouraging and will enable, in future work, its refinement and use it as a mean to characterise a wide range of materials and their behaviour (e.g. structural behaviour of fractured objects under load).
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